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Abstract 

This paper offers a pragmatic ‘epistemology of wargaming’ that views wargames as immersive ‘thought 

experiments’. In such experiments, the human players involved use their experiential, empirical, and 

theoretical knowledge – together with whatever cognitive models they are able to deploy, or develop anew 

– to generate a conceptual, operational understanding of the adversarial scenario in which they are immersed; 

and exploit this understanding to craft tactical decisions that are designed to optimise the likelihood they 

will achieve their strategic objectives. From this perspective, contemporary interest in the use of ‘AI’-

enabled tools to augment the validity of wargaming outputs – where these outputs constitute the decisions 

players make and the insights such decisions reveal – might most purposefully focus on: the design and 

implementation of wargames (to strengthen the architecture these provide to support immersive decision-

making); and the analysis of players’ decisions (to better understand the cognitive models these involve and 

reflect). This is because, as long as the principal objectives of wargaming are to assess and enhance the 

decision-making capabilities of human players and human personnel, ‘AI’-enabled applications can only 

ever play a supporting role (albeit a potentially invaluable one) in the design, presentation, implementation, 

and analysis of wargames. 
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1. INTRODUCTION 

The recent renaissance in military wargaming [2-5]–both analogue [6] and digital [7] – has 

coincided with a step change in applications using advanced, machine learning techniques (and in the 

hype surrounding ‘artificial intelligence’; ‘AI’) [8]. This has involved a dramatic shift in the performance, 

capability and application of computer-generated algorithmic protocols that can: elucidate ambiguous or 

hidden features within complex real world datasets; and estimate/simulate ‘ersatz’ data whose values and 

distributions are consistent with, and faithfully represent, these (real world) features [9,10]. Such 

protocols have more recently been used to emulate increasingly complicated natural phenomena, and 

fabricate material artefacts including images and sounds, speech and behaviour. More recently still, the 

machines used to generate such phenomena/artefacts have been ‘trained’ (using ‘reinforcement learning’) 

to target the sensory and cognitive experiences these can provoke – which appear to include the suspicion, 

belief or delusion that the machines involved may actually be sentient or ‘alive’[11,12]. 

Similar advances in the affordability and accessibility of personal computing during the early 1980s 

led to the development of novel, computer-based, and computerised/automated wargaming systems. 

Unsurprisingly, wargaming professionals are keen to consider how recent advances in machine learning 

applications and ‘AI’ might enhance and extend the quality, reach, and impact of wargames [2-4,13-17], 

Our paper aims to inform these considerations by addressing the last of the four key recommendations 

emanating from the most recent (Dstl-funded) review of ‘AI’ in wargaming – undertaken by the Centre 

for Emerging Technology and Security [CETaS] at the Alan Turing Institute [18]. This recommendation 

called for further research into “wargaming epistemology and decision-making in wargaming… [to 

support] the design of AI-enabled tools that augment rather than add uncertainty to the validity of 

wargaming outputs”. 
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To this end, we first set out to elucidate an “epistemology of wargaming” before examining each of 

the subsidiary processes involved in designing and planning, executing and playing, a wargame [2-4,13-

18]. These processes themselves provide a substantive source of insight into the information, structures, 

rules and procedures that are available to wargame designers, facilitators, adjudicators and players; and 

those that are considered appropriate, necessary, or sufficient to incorporate within the wargame 

concerned. However, such insights are somewhat incidental (if nonetheless integral) to the ‘architecture’ 

[19] that wargames provide to: provoke the decisions that players must make; reveal the insight their 

decisions reflect; and generate the foresight these decisions might infer or evoke. For this reason we have 

interpreted the “wargaming outputs” to which the CeTAS review refers as the decisions made by the 

players involved, rather than those made by the wargame’s designers and planners, facilitators and 

adjudicators. We nonetheless recognise that these (subsidiary, planning and operational) decisions also 

constitute tangible “wargaming outputs”. Although secondary, these ‘secondary outputs’ offer 

substantive insights that should prove invaluable for improving wargaming design and practice; and 

evaluating the role that “AI-enabled tools” might play therein [18,20]. For this reason, once we have 

elucidated a functional epistemological basis for the decisions that players make during the course of a 

wargame, we will examine how the subsidiary processes involved in designing, planning and executing 

a wargame might enhance or constrain: the decisions that players make (and are able to make); the insight 

that might be extracted from their decisions; and any foresight that might be generated as a result of these 

decisions. We will then conclude by evaluating what role “AI-enabled tools” might play in: capturing 

and interrogating the decisions that players make; strengthening the subsidiary wargaming processes on 

which players’ decisions rely; and enhancing the value of the insights provided. 

Indeed, the value that can be had from wargaming has led to its use in a diverse range of applications, 

including: 

•  Three overarching “aim[s] and purpose[s]”, namely: “creating knowledge”; “conveying 

knowledge” and “team building” [21]; and  

• Seven “applications”: three of which focus on “the details of decisions” (“analysis/research”, 

“capability development” and “support to operations”); three on “decision makers” (“training/education”; 

“decision making” and “command teams”); and one (“decision support”) on both [22]. 

As such, there is value to be added not only to the insight that players’ decisions might reveal (and 

the foresight such insight might support), but also to a range of other ancillary ‘outputs’, including: the 

competencies and operational preparedness/effectiveness of the players involved; the experience, 

expertise, and professionalism of those contributing to the wargame’s design, planning, execution, 

facilitation, and adjudication; the variety, quality and consistency of wargames available to support these 

applications; and the confidence required to critically evaluate the application of wargames, and the 

insight, foresight, and associated capabilities they (cl)aim to produce – the latter being particularly 

important wherever the evidence to support such (cl)aims is missing, incomplete, equivocal, contested, 

or vulnerable to bias. 

2. TOWARDS A PRAGMATIC EPISTEMOLOGY OF WARGAMING, AND OF DECISION - 

MAKING WITHIN WARGAMING 

To guide our epistemological deliberations, we have adapted and extended the definition of 

wargaming contained in the online (pre-) reading pack provided to delegates at the Connections UK 2017 

conference (itself based on Peter Perla’s 2008 definition) [23]. On this basis, our working definition of 

‘serious’ or ‘professional’ [2-4] wargames (as opposed to ‘recreational’ wargames) views these as: 

“immersive, imaginary, adversarial scenarios in which the flow of events shapes, and is shaped by, 

decisions made by […] human players in accordance with explicit and predetermined rules operating 

within constraints imposed by: the wargame’s design and contextual/operational domain(s); and the roles 

assigned to each player” (Perla’s original text [23] in italics).  

Put more simply, we view wargames as ‘thought experiments’ [24,25] in which the players involved 

use their experiential, empirical, and theoretical knowledge – together with whatever cognitive models 

(or ‘heuristics’) they are able to deploy or develop anew – to generate a conceptual, operational 

understanding of the adversarial scenario in which they are immersed; and exploit this understanding to 

craft tactical decisions designed to optimise the likelihood they will achieve their strategic objectives. As 
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such, we propose that a pragmatic ‘epistemology of wargaming’ – that is, a functional and operational 

understanding of the process(es) and mechanism(s) involved in the production of knowledge by players 

taking part in a wargame – might simply constitute the conceptual models the players create so as to 

fulfil their decision-making responsibilities to the best of their knowledge and ability.  

From this perspective, the “validity” of insights generated as a direct consequence (and as 

intentional “outputs”) [2-4,18] of the decisions that wargaming entails, relies less on whether the 

decisions that players make successfully optimise the likelihood they will achieve their strategic 

objectives, and more on whether the decisions faithfully reflect the conceptual models the players 

concerned have deployed or developed. This is because judging the ‘validity’ of a decision on the basis 

of its subsequent success mistakes decision-making as simply instrumental, definitive, and binary (i.e. 

either ‘right’ or ‘wrong’), when in practice decisions are more often judgemental and tentative, or 

conjectural and speculative. At the same time, in those wargames where an element of chance (such as a 

roll of two or three dice) is used to introduce an element of uncertainty, variability, ‘fog’ or ‘friction’ 

[26], it is unlikely to be possible (or even practicable) to assess whether any decision successfully 

optimises the likelihood of an outcome where the outcome of that decision partly depends on chance. 

Moreover, since the conceptual models available to (and created by) the same player at different times – 

and by different players, with different experiential, empirical and theoretical knowledge, and different 

heuristics, at their disposal – are likely to vary substantively, it is also unlikely that the ‘validity’ of the 

insights generated by the decisions players make will be evident in the observed consistency/reliability 

of their decisions, even when these are made in exactly the same phase of an identical wargaming 

scenario.  

How then might the ‘validity’ of a wargame’s outputs (i.e. its ‘decision-dependent insights’) be 

judged if: this cannot be derived from the outcomes these decisions elicit; these outputs depend upon the 

intangible (and potentially unmeasurable) [27] cognitive models of the players involved; and the nature 

of these models (and the insight they represent) might only be inferred from the decisions the players 

make? Worse still, how might validity be reliably assessed when players can come up with identical 

decisions/solutions on the basis of substantively different cognitive models? Under such circumstances 

a player’s decisions (and their subsequent impacts and outcomes) offer: only a very loose indication of 

the actual cognitive model(s) involved; and little if any insight into how these model (s) might operate. 

Wargaming therefore faces a substantial challenge whenever its outputs comprise the insights generated 

on the basis of players’ decisions; and these insights offer the only clues as to the cognitive models 

deployed/developed by the players involved. Although such insights are not necessarily the only (or even 

the principal) intended outputs of serious/professional wargames (as evident in the seven different 

“applications” summarised above) [22], they are nonetheless central to the rationale for wargaming, and 

to the emphasis wargames place on player decisions and decision-making [2-4,13-17]. There is therefore 

a pressing need to: develop consensus on the information and analysis required to best determine the 

nature of the cognitive models that underlie the decisions that players make [27], and use these techniques 

to strengthen the validity and value of the insight these decisions provide (and the foresight this insight 

might evoke). This is a need to which we will return in the concluding section of this paper. 

3. IMPROVING THE VALIDITY OF DECISION-RELATED INSIGHTS THROUGH 

WARGAME DESIGN, PLANNING AND EXECUTION 

To explore how the subsidiary processes involved in designing, planning and executing a wargame 

might enhance or constrain the decisions that players make – and (the validity of) the insights these 

decisions provide – it is worth examining four of the critical ingredients we considered essential to, and 

definitive of (serious/professional) wargames in the working definition proposed earlier. These are: 

• The necessity of crafting wargames that enable players to become immersed in the game’s 

imaginary scenario so that their decisions not only depend upon their prior decision-making experience, 

skills and expertise, but are also substantively informed by: the scenario-related and domain-specific 

information provided for/available to them (including the wargame’s predetermined rules); and the roles, 

attributes and objectives to which they have been assigned; 

• The inherently adversarial nature of wargames, through which insight is generated as a result of 

the crucial decisions that opposing players make when interacting as adversaries with incompatible or 
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antagonist objectives (such as securing exclusive access to essential or critical resources), rather than 

simply as contestants or competitors who have a shared need or desire for limited resources/rewards; 

• The need to: decide in advance (i.e. predetermine) the rules that will be applied when determining 

the success or failure of each player’s decisions; and ensure that these rules are made known (i.e. are 

explicit) to the players concerned, so that they can craft decisions designed/intended to maximise their 

chances of success (while minimising the likelihood or impact of any residual possibility of failure); and  

• Their central analytical focus on the decisions that human players make – and the impact these 

decisions have on both the flow of events and (subsequent) decisions – decisions that are commonly 

considered a wargame’s principal ‘outputs’ and sources of insight [2-4,6,13-18,21,22].  

The first of these ingredients may prove less critical to the successful implementation of a wargame 

where the players involved have the willingness and commitment, experience, aptitude and ability to 

role-play within incomplete, inelegantly prepared and inexpertly presented wargames (and not least 

because all serious/professional wargames need to be technically ‘imperfect’) [28]. However, in such 

circumstances the ‘immersivity’ of the wargame’s imaginary scenario is likely to be excessively ‘co-

produced’ by the players themselves (as they ‘muddle along’ and ‘fill in the gaps’). As a result, the 

content and ‘feel’ (i.e. the mood, atmosphere and temperament) of such wargames can deviate 

substantively from that intended by the game’s designers – thereby undermining the reliability and 

validity of any insight(s) generated therefrom. Such games will also be vulnerable to any disparities in 

commitment or experience amongst opposing players, which can influence: the effort, thoughtfulness, 

and purpose they bring to bear in the decisions they make; and their subsequent chances of success (or 

failure). Such biases would constitute a pernicious flaw within wargames intended to generate insight 

into what decisions are developed by, available to, and considered optimal by, the players involved. 

As for the adversarial nature of (serious/professional) wargames – where the strategic objectives of 

opposing combatants are incompatible (or better still, irreconcilable) – we consider this an 

essential/definitive ingredient because it elevates the stakes to a sufficiently critical level that the players 

must focus intently, diligently and even ruthlessly on the decisions they craft to optimise the likelihood 

that they will prevail. From this perspective, adversariality constitutes an integral part of the immersivity 

required to ensure that players commit, engage and strive – to the best of their ability – to make the very 

best decisions they possibly can. As such, adversariality adds an edge to the contest that sets ‘serious’ 

[2-4] and ‘professional’ [21,22] wargames apart from ‘recreational’ wargames (and other competitive 

‘games’), in which any conflict can be somewhat contrived, and ostensibly irrelevant.  

Meanwhile, the reason why a (serious/professional) wargame must have rules that are both: 

predetermined (that is, established in advance of any decisions that players make); and explicit (so the 

rules are known to the players before they make their decisions), is again to ensure they are encouraged 

to make (and rewarded for making) decisions that optimise the likelihood of success (albeit within the 

limits and constraints these rules impose/prescribe). Indeed, this ingredient is likely to be critical to the 

success of any wargame that aims to ensure that players make the very best decisions they can. And this 

will remain the case even when the outcomes of their decisions are also determined (if only in part) by 

chance – as is often the case with: wargames designed to include a (more realistic) level of ‘contextual 

instability’, uncertainty, ‘fog’ and ‘friction’[26]; and those keen to avoid players crafting decisions 

simply to ‘beat the rules’ [28], as opposed to achieving their longer term strategic objectives (albeit, 

again, within the constraints imposed by their role, assets and adversaries and by the wargame’s scenario 

and context).  

Without predetermined rules any game becomes either a game of chance or a game whose outcomes 

depend solely on the whim of the facilitators and adjudicators involved. While this does not mean that a 

wargame’s rules cannot be changed before or after each decision-making ‘turn’ – which might be 

desirable when facilitators/adjudicators want or need to (re)direct the “flow of events” – but any such 

changes must be known to the players in advance of their (next) decision, so that: the revised rules can 

inform the decisions they make; and they do not get discouraged when (unbeknown to them) undeclared 

rule changes undermine the acuity of the decisions they make, and the likelihood of their success, 

rendering these somewhat arbitrary and thereby disheartening. In this regard, explicit and predetermined 

rules are also instrumental in ensuring players can become immersed in the wargame’s contextual 

scenario, and can commit to making the best possible decisions available to them (albeit, once more… 

within the constraints imposed by these predetermined rules). 
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Finally, the last of these four essential/definitive ingredients arguably owes more to this paper’s 

focus on traditional/commonplace wargaming practices [6], and to the role that humans retain in tactical, 

operational and strategic decision-making, than to likely developments in ‘artificial’ decision-making 

applications (i.e. those applications designed to augment or replace one or more of the human players 

involved). Indeed, the most recent review of ‘AI’ applications in wargaming [18] cited multiple open-

source reports of unclassified projects pitting ‘AI-enhanced’ adversaries against humans (or against one 

another) to better understand/exploit their relative strengths and weaknesses; and it seems likely that 

many similar projects are underway behind closed doors or at higher classifications. While these 

developments lie beyond the scope of this paper, they warrant a similar level of consideration given: the 

likely pace of advances in machine-generated decision support [7]; and enduring interest in machines 

considered capable of making ‘independent’ decisions (much of which may yet reflect wildly unrealistic 

expectations regarding the likelihood that ‘AI’ applications will ever, might soon or already operate as 

‘thinking machines’ with ‘general intelligence’) [13-17]. 

These ingredients are central to the ‘architecture’ [19] that wargame designers and planners must 

erect to support the immersive (and imaginary) scenarios in which adversarial decision-making can take 

place. They are also integral to the facilitation and adjudication required to: support players navigating 

and operating within these (imaginary) scenarios; ensure players are appropriately motivated to make 

suitably informed decisions; and generate outcomes as a result of these decisions that are credible and 

relevant to the players’ immediate (tactical and operational) and ultimate (strategic) objectives [2-4,21]. 

The subsidiary processes involved in developing and implementing a wargame’s architecture can 

therefore be broadly classified as those occurring during a preceding ‘preparatory’ and subsequent 

‘operational’ phase:  

• The first, ‘preparatory’ phase comprises: the design of the wargame, its associated aims and 

objectives, rules and procedures, outputs and outcomes; the collation of the resources/personnel 

available/required for implementation (in the subsequent, ‘operational’ phase); and the collection of data 

generated during the subsidiary processes necessary for wargame preparation.  

• The subsequent, ‘operational’ phase comprises: the facilitation and adjudication required to 

generate decision-making outputs and determine their consequential outcomes; the decisions players 

make to generate these outputs and outcomes; and the collection of data generated during the subsidiary 

processes necessary for wargame implementation. 

These two phases, and examples of their subsidiary processes, have been summarised in Figure 1 

in the form of the resources, actions and related events that can offer insights relevant to enhancing the 

design, planning, execution, facilitation and adjudication of the wargame. In the process, such insights 

should help strengthen the wargame’s capacity to support immersive, adversarial decision-making that 

can itself offer substantial insight into both: the range and variety of decisions that players can make; and 

how players go about making these decisions. However, the activities required to exploit the insights 

available during each of these two phases necessitate a third (‘analytical’) phase with its own subsidiary 

processes – as summarised in the dark red box to the right hand side of Figure 1; and as outlined below: 

• A final, ‘analytical’ phase comprises: the collation, description and interrogation of data collected 

during the two preceding phases; the analysis of these data to identify associations/relationships, patterns 

and features that might inform both improvements in wargame design and implementation and the 

interpretation of players’ decisions (and their subsequent outcomes) – and thereby generate insights 

regarding the deliberative processes and cognitive models most likely to be involved (and any foresight 

such insights might reveal or inform).  

As such, this final phase offers two critical opportunities to strengthen and “augment… the validity 

of wargaming outputs” by: 

• identifying potential improvements in the design/implementation of wargames that make these 

more robust, effective, coherent and consistent tools/platforms for extracting the most thoughtful 

decisions possible from the players involved (albeit within the contextual and operational constraints 

imposed by the wargame’s imaginary scenario and predetermined rules); and  

• undertaking an in-depth interrogation/examination of the decisions that each player makes (in line 

with, and in response to, any preceding decisions they and their adversaries have made, and the 

subsequent consequences of these decisions); and comparing these to all of the decisions that were 
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available to them (i.e. those permissible within the wargame’s contextual/operational constraints and 

predetermined rules). 

From Figure 1 it seems clear that any (serious/professional) wargame could generate an 

extraordinary variety of insights that might be exploited to “augment… the validity of [their] outputs”, 

provided the planners, facilitators and adjudicators involved devote the time and resources required to: 

capture the wealth of information/data emanating from the wargame’s ‘preparatory’ and ‘operational’ 

phases (i.e. beyond recording any decision-related ‘outputs’ and their subsequent ‘outcomes’); subject 

these data to purposeful interrogation and analysis; and thereby identify what improvements might be 

made to the wargame’s ability to generate ‘the most thoughtful decisions possible’ from the players 

involved (and thereby more valid insights from, and more comprehensive understanding of, the 

deliberative processes and cognitive models players use when making these decisions). 

However, capturing the diverse types of data (and insight) that are likely to be available during the 

preparation and execution of a wargame – data that might include physical and digital copies of 

documents and images, as well as audio/visual recordings of discussions, meetings and the ‘game itself 

– is unlikely to constitute a trivial task. Neither is collating, managing, formatting and analysing such 

data – since this also requires substantial time as well as specialist expertise and resources [29]. It is 

therefore unsurprising that few wargames are able to exploit much of the accessible/available data, and 

many of the potential insights these data/analyses might generate. Instead, most wargames 

(predominantly) focus/rely on records of decision-related outputs and their subsequent consequences – 

together with feedback and the narratives provided by facilitators, adjudicators and players – as their 

principal sources of insight on decision-making (and on the effectiveness of wargaming for one or more 

of the seven discrete ‘applications’ summarised earlier) [15]. Indeed, the very different skills required to 

plan/execute a wargame, and to analyse/evaluate a wargame, make it unlikely that most wargame 

designers, facilitators and adjudicators can/should seek to extract further insight from their wargames 

(beyond that evident from the decisions players make, and the foresight these decisions might infer or 

evoke) without specialist advice and support. 
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4. CONCLUSION: “SOME OF THE THINGS YOU NEED TO DO, AI MIGHT DO BETTER” 

All contemporary ‘AI’ applications ultimately rely on comparatively simple machine learning 

techniques to: identify and elucidate self-evident, ambiguous, and hidden features within complex real 

world datasets; and estimate/simulate ‘ersatz’ data based thereon [9,10]. However, the conditional 

automation of multiple, responsive, machine learning tasks, operating in near real time, can not only 

outperform humans across a range of complex sensory, cognitive, and analytical tasks; but can also 

complete many such tasks simultaneously, more accurately, and far more quickly and efficiently than 

human beings [8]. As a result, a growing number of advanced ‘AI’ applications are becoming available 

which can imitate, emulate, and fabricate natural phenomena and material artefacts so proficiently that 

the ‘novel counterfeits’ these applications produce are increasingly (and challengingly) indistinguishable 

from the genuine article. 

There are therefore already a number of “AI-enabled tools” that might “augment… the validity of 

wargaming outputs” by improving the quality of the materials used to enhance a wargame’s 

‘immersivity’. In the process, such improvements would strengthen the sensory ‘feel’ of the wargame 

concerned, and thereby the coherence and consistency of a player’s experience and performance. For 

example, ‘AI’ generated documents, images, audio files and video footage would not only lend an aura 

of authenticity to wargaming scenarios, but might also help to conceal, mask or mitigate their imaginary 

and fictitious nature [7,13-17,31,32]. There are, likewise, a number of advanced simulation and 

optimisation procedures [13-17] that might be used to ensure that a wargame’s format, structure, content, 

and rules – and any element of chance included therein – permit/elicit the full range of decisions and 

outcomes desired. This approach should also make it possible to explore the likelihood of each of these 

(possible) decisions/outcomes occurring as a benchmark against which players’ decisions might then be 

compared and evaluated; and not least to assess how players’ prior experience, knowledge, expertise and 

training might influence the decisions they make; and how these decisions vary, change, improve, or 

decline during the course of (and as a result of) playing the wargame [19,27]. 

Elsewhere, there are a growing number of ‘AI’-enabled data capture and data preparation 

applications that can ingest complex and multi-source, structured and unstructured, ‘messy’ and ‘fuzzy’ 

data [33-36]– including somewhat incidental and ephemeral observations and recordings. Together with 

recent advances in the diversity of sensors available for capturing raw contextual, social, psycho-

biological and behavioural information, these applications could dramatically extend the variety and 

volume of information that might be extracted from both the preparatory and operational phases of a 

wargame – far beyond the traditional notes made during the former; and records of players’ decisions, 

and their subsequent consequences, during the latter [2-4,6,29]. Much methodological work will still be 

required to harness and extract meaningful insight from such data; and to make the techniques involved, 

and the expertise required, accessible to wargame designers, planners and facilitators. Yet recent 

advances in ‘AI’-enabled applications place these insights firmly within our reach; and while this work 

would help inform improvements in wargame design/implementation, it is also likely to be the only 

available, credible, and practicable approach to better understand the deliberative processes and cognitive 

models players use to make their decisions – an advance in understanding that would far surpass what 

players’ narratives, and the decisions they make, can currently reveal [29].  

These exciting possibilities and opportunities aside, we remain several steps short of augmenting 

the “validity of wargaming outputs” using “AI-enabled tools” [18], and there is reason to believe the 

substantial investment required may be diverted elsewhere given the hype, enthusiasm and excitement 

surrounding the possibility of ‘AI’-enabled, (semi-)autonomous decision-making. This possibility is an 

aspiration (and, for some, a fear) that might render wargaming’s interest in human decisions somewhat 

obsolete were any/all of the decision-making therein (and elsewhere) to be taken over by ‘AI’. Whether 

‘AI’ can ever, will ever, and should ever replace humans in strategic decision-making falls well beyond 

the scope of this paper [37]; but as long as the decisions that humans make have any influence on the 

outcomes achieved, there will be a place for (human-centric) wargames [4]; and there will be merit in 

exploiting the opportunities that ‘AI’-enabled applications offer to augment their immersivity, insightful 

productivity and, yes, their validity. 
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